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A simple algorithm to construct the generator of gauge transformation for a constrained
canonical system with a singular higher-order Lagrangian in field theories is developed.
Based on phase-space generating functional of Green function for such a system,
the generalized canonical Ward identities under the non-local transformation have
been deduced. For the gauge-invariant system, based on configuration-space generating
functional, the generalized Ward identities under the non-local transformation have been
also derived.The conservation laws are deduced at the quantum level. The applications
of the above results to the gauge invariance massive vector field and non-Abelian
Chern–Simons(CS) theories with higher-order derivatives are given, a new form of
gauge-ghost proper vertices, and Ward–Takahashi identity under BRS transformation
and BRS charge at the quantum level are obtained. In the canonical formulation one
does not need to carry out the integration over canonical momenta in phase-space path
integral as usually performed.
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1. INTRODUCTION

Local symmetry is a central concept in modern field theories. The connection
between continuous symmetries and conservation laws are usually referred to as
Noether’s theorem in classical theories. Classical Noether theorems and their gen-
eralization have been formulated in terms of Lagrange’s variables in configuration
space (Li, 1993a). Recently, the canonical symmetry in classical theories has been
performed (Li, 1993a,b; Deriglazov and Evdokimov, 2000). The classical second
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Noether theorem or Noether identity refers to invariance of the action integral of
the system under a local transformation parameterized by r arbitrary functions and
their derivatives. In quantum theory, the Noether identity corresponds to the Ward
(or Ward–Takahashi) identity.

Dynamical systems described in terms of higher-order derivative Lagrangians
have close relations with relative particle dynamics, gravity, gauge theories, modi-
fied KdV equations, supersymmetry, string model and other problems (Li, 1993a,b;
Deriglazov and Evdokimov, 2000), and it has attracted much attention recently
(Borneas and Damian, 1999; Damian, 2000).

As is well known, the identities relating the Green function in QED were
obtained by Ward (1950) and Takahashi (1957). In the non-Abelian theories,
their role is played by the so-called generalized Ward identities, first obtained by
Slavnov (1972) and Taylor (1971). Ward identities (or Ward–Takahashi identi-
ties) and their generalization play an important role in modern field theories. It
has been used to prove renormalization for the theories of field and applied to
calculate practical problem, for example, the calculation of higher-order proper
vertices can be reduced to the lower-order proper vertices in QCD with the aid
of such identities. Ward identities have been generalized to the supersymmetry
(Joglekar, 1991) and superstring theories (Danilov, 1991) and other problems. The
traditional derivations for the Ward identities in the functional integration method
are usually discussed in configuration space (Suura and Young, 1973; Young,
1987; Lhallabi, 1989), which is valid for the case when the integration in the
phase-space path integral over the canonical momenta belongs to the Gauss-type
category. Phase-space path integrals are more basic than configuration-space path
integrals, the latter provide for a Hamiltonian quadratic in the canonical momenta,
whereas the former apply to arbitrary Hamiltonian. Thus, phase-space form of the
path integral is a necessary precursor to the configuration-space form of the path
integral (Mizrahi, 1978). For the certain case, while the phase-space path integral
can be simplified by carrying out explicit integration over canonical momenta in
which the “mass” depends on coordinates (Lee and Yang, 1962; Gerstein et al.,
1971) or depends on coordinates and momenta (Du et al., 1980), the effective
Lagrangians in configuration space are singularities with delta-function. For the
constrained canonical (Hamiltonian) system with complicated constraints, espe-
cially, for the system with singular higher-order Lagrangian, it is very difficult or
even impossible to carry out the integration over momenta (Li, 1994b). Therefore,
the investigation of symmetry properties of the system in the phase space has more
basic sense. Based on the invariance of the phase-space generating functional of
Green’s function for a system with singular first-order Lagrangian under the lo-
cal transformation of canonical variables in extended phase space, the canonical
Ward identities for such a system has been examined in a previous work (Li,
1995, 1999), for a system with a singular higher-order Lagrangian this problem
a brief discussion has been also performed (Li, 1994a). Here the symmetries in
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a constrained canonical system with a singular higher-order Lagrangian will be
further investigated in detail.

The paper is organized as follows. In Section 2, we develop a simple al-
gorithm to construct the generator of the gauge transformation for a system
with a singular higher-order Lagrangian in field theories, in which the series
of first-class constraints derived from primary first-class constraints are com-
pletely separated from the series of the second-class ones. Once the canoni-
cal Hamiltonian and first-class constraints of the theory are given, the gener-
ator of the gauge transformation can be constructed. In Section 3, based on
phase-space generating functional of the Green function for a system with a
singular higher-order Lagrangian, the generalized canonical Ward identities un-
der the non-local transformation of the canonical variables in extended phase
space have been deduced. In this formulation we do not need to carry out the
integration over canonical momenta in phase-space path integral. In Section 4,
for the gauge-invariant system, based on configuration-space generating func-
tional obtained by using Faddeev–Popov trick, the generalized Ward identities
in configuration space have been also derived under the non-local transforma-
tion. In Section 5, the quantal conservation laws are deduced under the global
symmetry transformation in phase space. In Section 6, we give an application of
aforementioned results to the gauge invariance massive vector field with higher-
order derivatives, the gauge generator have been constructed and some Ward
identities for proper vertices are also derived. In Section 7, the application to
non-Abelian CS theories with higher-order derivatives is given, a new form of
gauge-ghost proper vertices have been derived under the non-local transforma-
tion. The Ward–Takahashi identity under the Beechi–Rouet–Stora (BRS) trans-
formation is deduced and BRS conserved quantity at the quantum level is also
obtained.

2. GAUGE GENERATORS

Let us consider a physical field defined by n field functions φα(x)
(α = 1, 2, . . . , n), x = (x0, xi) (x0 = t, i = 1, 2, 3), gµν = (1 − 1 − 1 − 1), and
the motion of the field described by a Lagrangian involving high-order derivatives
in the form of a functional,

L =
∫

d3xL
(
φ, φ,µ , ..., φ,µ(N)

)
(2.1)

where φ,µ = ∂µφ = ∂
∂xµ φ, φ,µ(m) = ∂µ...∂σ︸ ︷︷ ︸

m

φ, We denote φ(0) = φ, φ(1) =

φ̇, φ(2) = φ̈, and using the Ostrogradsky transformation, we introduce the
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generalized canonical momenta

π (s−1)
α =

N−s∑
j=0

(−1)j
dj

dtj

δL

δφα
(j+s)

(2.2)

and using these relations we can go over from the Lagrangian description to
Hamiltonian description. The canonical Hamiltonian is defined by

HC

[
φα

(s), π
(s)
α

] = ∫ d3xHC =
∫

d3x
(
π (s)

α φα
(s+1) − L

)
(2.3)

which may be formed by eliminating only the highest derivatives φ(N ). The
summation over indices α from 1 to n, s from 1 to N is taken repeatedly. For
the singular Lagrangian L, the generalized Hessian matrix (Hαβ) is degenerate,
det|Hαβ | = det|δ2L/δφα

(N)δφ
β

(N)| = 0 = 0. Hence, one cannot solve all φα
(N) from

the definition of the canonical momenta. Then there are constraints among the
canonical variables in phase space (Saito et al., 1989)

	0
a

(
φα

(s), π
(s)
α

) ≈ 0 (a = 1, 2, ..., n − R) (2.4)

where the sign ≈ (weak equality) means equality on the constrained hypersurface,
the rank of generalized Hessian matrix is assumed to be R. Equation (2.4) is
called the primary constraint (PC). Thus, a system with a singular higher-order
Lagrangian is subject to some inherent phase-space constraints and is called a
generalized constrained canonical system. The generalized canonical equations
for this generalized constrained canonical system can be written as (Saito et al.,
1989)

φ̇a
(s) ≈ {φa

(s),HT

}
, π̇ (s)

a ≈ {π (s)
a ,HT

}
, (2.5)

where

HT =
∫

V

d3x
(
HC + λa	0

a

)
(2.6)

λa(x) are the Lagrange (constraint) multipliers, and {·,·} denotes generalized Pois-
son bracket. Following the Dirac theory of constrained system, from the stationary
conditions of primary constraints, one can define successively the secondary con-
straints,

	k
a = {	k−1

a ,HT

} ≈ 0 (2.7)

This algorithm is continued until 	m
a satisfy

	m+1
a = {	m

a ,HT

} = Cb
ak	

k
b (k ≤ m) (2.8)

All the constraints {�k} are classified into two classes, �a are defined to be
the first-class ones if {�a, �b} = 0(mod �c) for all �b, otherwise they are the
second-class ones.
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The construction of the generator of local gauge transformation (including
higher-order derivatives theories) had been studied by many authors. Following
the prescription of Dirac, an ansatz was presented that the generator of gauge
transformation for first-order derivatives theories is given as a linear combination
of the first-class constraints of a constrained canonical system, where the gauge
parameters are allowed to depend in general on time, as well as on the phase-space
variables and Lagrange (constraint) multipliers (Banerjee et al., 1999, 2000a,b).
For some physically interesting models, these gauge parameters can be taken to
be a function of time only. In this case, the ansatz for the generator of gauge
transformation was proposed by earlier approches (Castellani, 1982; Shizad and
Moghadam, 1999; Garcia and Pons, 2000), and the generator was constructed,
and the applications to Yang–Mills theories and other problems were given. The
restruction on gauge parameters depending on time only was also discussed in an
earlier work (Galvão and Boechat, 1990), and the result agrees with the conclusion
given by Castellani (Li, 1995). One of the authors had used the Castellani’s ansatz
to construct the generator of gauge transformation for second-order derivatives
system with finite degrees of freedom (Li, 1991). We present here a similar
algorithm to construct the generator of gauge transformation for a system with a
singular higher-order Lagrangian in field theories.

For the sake of simplicity, all the constraints of the system are assumed to
be of first class. It is supposed that constraint conditions (2.4) and equations of
motion (2.5) are invariant under the infinitesmall change of the variables

φα′
(s)(x) = φα

(s)(x) + ξα
(s)(x), π (s)′

α (x) = π (s)
α (x) + η(s)

α (x), λa′
(x)

= λa(x) + ζ a(x) (2.9)

i.e. the unvaried trajectory (φα
(s), π

(s)
α , λa) and varied trajectory (φα′

(s), π
(s)′
α , λa′

)
both satisfy Equations (2.4) and (2.5), and let the generator of infinitesimal gauge
transformation is denoted by G, then

ξα
(s) = δφα

(s) = {φα
(s),G

} = δG

δπ
(s)
α

(2.10a)

η(s)
α = δπ (s)

α = {π (s)
α ,G

} = − δG

δφα
(s)

(2.10b)

Following Castellani’s ansatz, we consider the gauge generator of type

G(ε, ε, ε̈, ...) =
∫

d3xε
(k)
j G

j

k

(
φα

(s), π
(s)
α

) (
ε

(k)
j = ∂k

0 εj (x), k = 0, 1, ..., K1
)

(2.11)
where εj (x) (j = 1, 2, ..., J1) are the arbitrary functions. We substitute (2.10) into
Equations (2.4) and (2.5) of varied trajectory and expand it to first order in the
small variations and using Equations (2.4) and (2.5) for unvaried trajectory, as
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εj (x) are arbitrary, we obtain{
G

j

k,	
0
a

} = 0 (mod PC) (2.12)

∂

∂φα
(s)

(
G

j

k−1 + {Gj

k,HT

}) = 0 (mod PC) (2.13a)

∂

∂π
(s)
α

(
G

j

k−1 + {Gj

k,HT

}) = 0 (mod PC) (2.13b)

Because we are considering the variation that leave the trajectory on constrained
hypersurface, for secondary constraints 	n

a , one should add the further require-
ments {Gj

k,	
n
a} = 0, hence all G

j

k have to be first-class constraints. In the expres-
sion (2.13) HC , can be substituted instead of HT , owing to the assumption that all
constraints are first-class ones, it follows

Gj
m = 0 (mod PC) (2.14)

G
j

k−1 + {Gj

k,HC

} = 0 (mod PC) (2.15){
G

j

0,HC

} = 0 (mod PC) (2.16)

Therefore, all the G
j

k have to be first-class constraints, G
j

k−1 is deduced from G
j

k

according to the recursive relations (2.15). All the G
j

k have to be first-class con-
straints, with the exception of those first-class constraints which arise as powers
λn, are part of the gauge generations (Castellani, 1982; Shizad and Moghadam,
1999; Garcia and Pons, 2000). Moreover, G

j
m must be a primary first-class con-

straint, from every primary first-class constraint, according to (2.15) constructing
the chain of G

j

k until G
j

0 is reached. Using (2.11) one obtains the generator of
gauge transformation.

The recursive relations (2.15) are just a consequence of the conservation law
G, as from (2.11) it follow

Ġ = ∂G

∂t
+ {G,HT } =

∫
d3xε

(k)
j

(
G

j

k−1 + {Gj

k,HT

}) = 0 (mod PC). (2.17)

Using the so-called master equation (Banerjee et al., 1999; Banerjee et al.,
2000a,b), one can also give these results. HC can be also substituted instead
of HT and ε

(x)
j are arbitrary, then from (2.17) we get the expressions (2.15).

Even when second-class constraints appear, if the series of first-class con-
straints derived from the primary first-class constraints are completely separated
from the series of the second-class ones, this formulation to construct the gauge
generator is valid for such a system.
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3. GENERALIZED CANONICAL WARD IDENTITIES

Let us consider a system with a singular higher-order Lagrangian, this sys-
tem is subject to some inherent phase-space constraints. Let �k(φα

(s), π
(s)
α ) ≈

0 (k = 1, 2, ..., K) be first-class constraints, and θi(φα
(s), π

(s)
α ) ≈ 0 (i = 1, 2, ..., I )

be second-class constraints. According to the rule of path integral quantization, for
each first-class constraint, one must choose a gauge condition. The phase-space
generating functional of Green’s function for a system with a singular higher-order
Lagrangian can be written as (Gitman and Tyutin, 1990)

Z[j, k] =
∫

Dφα
(s)Dπ (s)

α δ(	)
√

det{	,	} exp

×
{
i

∫
d4x
[
π (s)

α φα
(s+1) − HC + j s

αφα
(s) + ksπ

(s)
α

]}
(3.1)

where HC is a canonical Hamiltonian density, 	 = {	n′ } is a set of all constraints
(for a theory with second-class constraints) or the set of constraints and gauge
conditions (for a theory with first-class constraints), j s

α and kα
s are exterior sources

with respect to φα
(s) and π (s)

α , respectively. By making use of the properties of the
δ-function and the integration over Grassmann variables Cl(x) and C̄k(x), one gets

Z[j, k] =
∫

Dφα
(s)Dπ (s)

α DλmDC̄kDCl exp

×
{
i

∫
d4x
[
LP

eff + j s
αφα

(s) + ksπ
(s)
α

]}
(3.2)

where

LP
eff = π (s)

α φα
(s+1) − HC + λn′	n′ + 1

2

∫
d4yC̄k(x){	k(x),	l(y)}Cl(y) (3.3)

and λn′(x) are the Lagrange multipliers.
For the sake of simplicity, we put φ(s) = (φα

(s), λn′ , C̄k, Cl), J s =
(j s

α, ηn′ , ξk, ξ̄l), where ηn′ , ξk and ξ̄l are the exterior sources with respect to λn′ , C̄k

and Cl , respectively, and π (s) = (π (s)
α ), Ks = (kα

s ), then the expression (3.2) can
be written as

Z[J,K] =
∫

Dφ(s)Dπ (s) exp

{
i

∫
d4x
[
LP

eff + J sφ(s) + Ksπ
(s)
]}

(3.4)

Local invariance play an important role in the gauge field theories, and non-local
transformation in field theories had been also introduced (Kuang and Yi, 1980;
Fradkin and Palchik, 1984). Now we consider the transformation properties of
the phase-space generating functional under general local and non-local transfor-
mation with the following form of infinitesimal transformation in extended phase
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space


xµ′ = xµ + �xµ = xµ + Rµ
σ εσ (x)

φ(s)′ (x ′) = φ(s)(x) + �φ(s)(x) = φ(s)(x) + Asσ εσ (x) + ∫ d4xE(x, y)Bsσ εσ (y)
π (s)′ (x ′) = π (s)(x) + �π (s)(x) = π (s)(x) + Us

σ εσ (x) + ∫ d4xF (x, y)V s
σ εσ (y)

(3.5)
where E(x,y) and F(x,y) are some functions, and Rµ

σ ,Asσ , Bsσ , Us
σ and V s

σ are the
linear differential operators,

Rµ
σ = rµ(l)

σ ∂µ(l) Asσ = a(m)
sσ ∂(m) Bsσ = b(n)

sσ ∂(n) Us
σ = us(p)∂(p)

V s
σ = vs(q)∂(q) rµ(l)

σ = r

l︷ ︸︸ ︷
µν...λ
σ ∂µ(l) = ∂µ∂ν...∂λ︸ ︷︷ ︸

l

etc.
(3.6)

where rµ(l)
σ , a(m)

sσ , b(n)
sσ , us(p) and vs(q) are some functions of x, φ(s) and π (s), εσ (x)

(σ = 1,2. . .,s) are infinitesimal arbitrary functions, and their values and derivatives
up to required order are vanishing on the boundary of the space–time domain. The
variation of an effect canonical action (3.3) under the transformation (3.5) is given
by (Li, 1999a)

�IP
eff =

∫
d4x

{
δIP

eff

δφ(s)
δφ(s) + δIP

eff

δπ (s)
δπ (s)

+∂µ[(π (s)φ(s) − Heff�xµ] + D(π (s)δφ(s))
}
, (3.7)

where D = d
d t

, and

δIP
eff

δφ(s)
= −π̇ (s) − δHeff

δφ(s)
,

δIP
eff

δπ (s)
= φ̇(s) − δHeff

δπ (s)
(3.8)

δφ(s) = �φ(s) − φ(s)′µ�xµ, δπ (s) = �π (s) − π
(s)
′µ �xµ, (3.9)

The Jacobian of the transformation (3.5) is denoted by J̄ [φ(s), π
(s), ε]. The gen-

erating functional (3.4) is invariant under the transformation (3.5), which implies
that δZ

/
δεσ (x)|

εσ = 0. Substituting (3.5) and (3.7)–(3.9) into (3.4) and integrat-
ing by parts the corresponding terms, after which we functionally differentiate the
results with respect to εσ (x), according to the boundary conditions of the functions
εσ (x), and set J = K = 0, we obtain (Li, 1999a)∫

DφDπ

{
J 0

σ + Ãsσ (z)

(
δIP

eff

δφ(s)(z)

)
+ Ũ s

σ (z)

(
δIP

eff

δπ (s)(z)

)

−R̃µ
σ (z)

[
φ(s)′µ(z)

δIP
eff

δφ(s)(z)
+ π

(s)
′µ (z)

δIP
eff

δπ (s)(z)

]
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+
∫

d4xB̃sσ (z)

[
E(x, z)

δIP
eff

δφ(s)(x)
+ D(π (s)(x)E(x, z))

]

+
∫

d4xṼ s
σ

[
F (x, z)

δIP
eff

δπ (s)(x)

]}
exp(iIP ) = 0 (3.10)

where J 0
σ = −iδJ̄ [φ(s),π

(s),ε]/.δεσ (x)|εσ =0, and Ãsσ , B̃sσ , R̃µ
σ , Ũ s

σ and Ṽ s
σ are adjoint

operators with respect to Asσ , Bsσ , Rµ
σ , Us

σ and V s
σ , respectively (Li, 1987). We

deduce the expressions (3.10), the condition J̄ [φ(s), π
(s), 0] = 1 has been used.

The Green function connected with (3.10) is given by

< 0

∣∣∣∣∣
{

J 0
σ + Ãsσ (z)

(
δIP

eff

δφ(s)(z)

)
+ Ũ s

σ (z)

(
δIP

eff

δπ (s)(z)

)
− R̃µ

σ (z)

×
(

φ(s)′µ(z)
δIP

eff

δφ(s)(z)
+ π

(s)
′µ (z)

δIP
eff

δπ (s)(z)

)
+
∫

d4xB̃sσ (z)

[
E(x, z)

δIP
eff

δφ(s)(x)

+D(π (s)(x)E(x, z)) + Ṽ s
σ F (x, z)

δIP
eff

δπ (s)(x)

]}∣∣∣∣∣0 ≥ 0 (3.11)

where the symbol T
∗

stands for the covariantized T product (Young, 1987), and
0> is the vacuum state of the fields.

Substituting (3.5) and (3.7)–(9) into (3.4), and functionally differentiating
the phase-space generating functional with respect to εσ (x), we can obtain

{
J 0

σ + Ãsσ (z)

(
δIP

eff

δφ(s)(z)

)
+ Ũ s

σ (z)

(
δIP

eff

δπ (s)(z)

)
− R̃µ

σ (z)
[
φ(s),µ(z)

×
(

δIP
eff

δφ(s)(z)
+ J s(z)

)
+ π

(s)
′µ (z)

(
δIP

eff

δπ (s)(z)
+ Ks(z)

)]

+
∫

d4x

[
B̃sσ (z)(E(x, z)

(
δIP

eff

δφ(s)(x)
+ J (x)

)
+D(π (s)(x)E(x, z))

+Ṽ s
σ (x, z)(F (x, z)

(
δIP

eff

δπ (s)(x)
+ Ks(x)

)]} ∣∣∣∣∣∣ φ(s)→ 1
i

δ
δJ s

π (s)→ 1
i

δ
δKs

Z[J,K] = 0 (3.12)

Expression (3.12) can be called the generalized canonical Ward identities (GCWI)
under the local and non-local transformation for a system with a singular higher-
order Lagrangian in field throries. In the case for local transformation (E = F = 0),
and the Jacobian of the corresponding transformation is independent of εσ (x), this
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implies that J 0
σ = 0, from (3.12) we have{

Ãsσ

(
δIP

eff
δφ(s)

)
− R̃µ

σ

(
φ(s),µ

δIP
eff

δφ(s)

)
+ Ũ s

σ

(
δIP

eff
δπ (s)

)
− R̃µ

σ

(
π

(s)
′µ

δIP
eff

δπ (s)

)
Ãsσ J s − R̃µ

σ (φ(s),µJ s) + Ũ s
σKs − R̃µ

σ (π (s)
′µ Ks) } | φ(s)→ 1

i
δ

δJ s

π(s)→ 1
i

δ
δKs

Z[J,K] = 0 (3.13)

We functionally differentiate expressions (3.12) or (3.13) with respect to exterior
source J, we can obtain another GCWI from (3.2). If one replaces π (s ) by φ(s ) in
(3.12) or (3.13), these GCWI can be expressed in terms of variables in configuration
space, and some relations among Green functions can be obtained immediately in
which one does not need to carry out the integration over the canonical momenta
in phase-space generating functional (3.1).

4. GAUGE-INVARIANT SYSTEM

A system with a gauge-invariant Lagrangian L involving higher-order deriva-
tives of the field variables, which is a generalized constrained canonical system
(Li, 1994b), for this system, the effective Lagrangian Leff in configuration space
can be found by using the Faddeev–Popov trick through a transformation of the
functional integral (Gitman and Tyutin, 1990),

Leff = L + Lf + Lgh,

where Lf is determined by the gauge conditions and Lgh is a ghost term. The
configuration-space generating functional of the Green function for this system
can be written as

Z[J ] =
∫

Dφ exp

{
i

∫
d4x(Leff + Jφ) (4.1)

where φ represents all field variables, J represents all exterior sources.
Let us consider the transformation properties of configuration-space gener-

ating functional of the system under general local and non-local transformations,
whose infinitesimal transformation is given by{

xµ′ = xµ + �xµ = xµ + Rµ
σ εσ (x)

φ(x ′) = φ(x) + �φ(x) = φ(x) + Aσεσ (x) + ∫ d4yE(x, y)Bσ εσ (y)
(4.2)

where εσ (x) (σ = 1, 2, . . . , r) are arbitrary infinitesimal independent functions;
the values of εσ (x) and their derivatives up to required order on the bound-
ary of space-time domain vanish, and Rµ

σ ,Aσ and Bσ are the linear differential
operators. Under the transformation (4.2), the variation of the effective action
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Ieff = ∫ d4xLeff is given by (Saito et al., 1989)

�Ieff = ∫ d4x

{
δIeff
δφ

((
Aσ − φ′µRµ

σ

)
εσ (x) + ∫ d4yE(x, y)Bσ (y)εσ (y)

)
+ ∂µ

(
jµ
σ εσ (x)

)+ ∂µ

[
N−1∑
m=0

∏
µν(m)∂ν(m)

∫
d4yE(x, y)Bσ (y)εσ (y)

]} (4.3)

where

δIeff

δφ
= (−1)m∂µ(m)Lµ(m)

eff (4.4)

Lµ(m)
eff = 1

m!

∑
all permutation
of indices µ(m)

∂Leff

∂φ,µ(m)
(4.5)

µν(m)∏
=

N−(m+1)∑
l=0

(−1)l∂λ(l)Lµν(m)λ(l)
eff (4.6)

jµ
σ = LeffR

µ
σ +

N−1∑
m=0

∏
µν(m)∂ν(m)

(
Aσ − φ′λR

λ
σ

)
(4.7)

Using the Gauss theorem, we get the term of integral of ∂µ(jµ
σ εσ ) in (4.3) to vanish

because of the boundary conditions of εσ (x). It is supposed that the Jacobian
of the transformation is equal to unity, substituting (4.2) and (4.3) into (4.1)
and integrating by parts the corresponding terms, after which we functionally
differentiate the results with respect to εσ (z)(σ = 1, 2, ..., r), we obtain{

Ãσ

(
δIeff
δφ(z) + J

)
− R̃µ

σ

[
φ′µ

(
δIeff
δφ(z) + J

)]
+ ∫ d4xB̃σ [E(x, z) δIeff

δφ(x)

+ ∂µ

(
N−1∑
m=0

∏
µν(m)∂ν(m)E(x, z)

)
+ J

]}
Z[J ] = 0

(4.8)

where Ãσ , R̃µ
σ and B̃σ are the adjoint operators with respect to Aσ ,Rµ

σ and Bσ ,
respectively (Li, 1987). Expression (4.8) is called the generalized Ward identities
under the general local and non-local transformation in configuration space for a
gauge-invariant system with higher-order derivatives in field theories.

Let us now consider a global transformation in configuration space whose
infinitesimal transformation is given by{

xµ′ = xµ + �xµ = xµ + εσ τµσ (x, ..., φ′µ(m), ...)
φ′(x ′) = φ(x) + �φ(x) = φ(x) + εσ ξσ (x, ..., φ′µ(m), ...)

(4.9)

where εσ (σ = 1, 2, ..., r) are infinitesimal arbitrary parameters, τµσ and ξσ are
some functions of x and φ′µ(m). It is supposed that effective action is invariant under
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the transformation (4.9) and the Jacobian of the transformation (4.9) is equal to
unity. The configuration-space generating functional (4.1) is invariant under the
transformation (4.9), thus, we have

Z[J ] =
∫

Dφ

{
1 + iεσ

∫
d4x[J (ξσ − φ′µτµσ ) + ∂µ(Jφτµσ )]

}

× exp

{
i

∫
d4x(Leff + Jφ) = {1 + iεσ

∫
d4x[J

(
ξσ − τµσ ∂µ

δ

iδJ

)

+ ∂µ

(
τµσ J

δ

iδJ

)]}∣∣∣∣∣
φ→ δ

iδJ

Z[J ] = 0 (4.10)

Consequently, we obtain the following result: If the effective action in configu-
ration space is invariant under the transformation (4.8) and the Jacobian of this
transformation is equal to unity, then the configuration-space generating functional
of Green function satisfies the following identities∫

d4x

[
J

(
ξσ − τµσ ∂µ

δ

iδJ

)
+ ∂µ

(
τµσ J

δ

iδJ

)] ∣∣∣φ→ δ
iδJ

Z[J ] = 0 (4.11)

The expression (4.11) is called generalized Ward identities for global symmetry
transformation in configuration space.

For the internal symmetry transformation, τµσ = 0, in this case, identities
(4.11) can be written as ∫

d4xJξσ

(
x,

δ

iδJ

)
Z[J ] = 0 (4.12)

Functionally, differentiating (4.11) or (4.12) with respect to the exterior sources J
many times and setting all exterior sources equal to zero, one can obtain various
relationships among the Green function.

5. QUANTAL CONSERVATION LAWS

The canonical global symmetries of a dynamical system yield conservation
laws in classical theories (Li, 1993b; Deriglazov and Evdokimov, 2000). Now let
us consider a local transformation connected with the global symmetry transfor-
mation in phase space

xµ′ = xµ + �xµ = xµ + εσ (x)τµσ
(
x, φ(s), π

(s)
)
, (5.1a)

φ′
(s)(x

′) = φ(s)(x) + �φ(s)(x) = φ(s)(x) + εσ (x)Uσ
(s)

(
x, φ(s), π

(s)
)
, (5.1b)

π (s)′ (x ′) = π (s)(x) + �π (s)(x) = π (s)(x) + εσ (x)

+ εσ (x)V (s)σ
(
x, φ(s), π

(s)
)
, (5.1c)
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where εσ (x)(σ = 1, 2, · · · , r) are infinitesimal arbitrary functions and their values
and derivatives vanish on the boundary of time–space domain. It is supposed that
the effective canonical action in (3,4) is invariant under the global transformation
in which the εσ (x) in Equation (5.1) is replaced by arbitrary parameters εσ . Under
the local transformation (5.1) the variation of the effective canonical action is
given by

�IP
eff =

∫
d4x
{ δIP

eff

δφ(s)

(
�φ(s) − φ(s),µ�xµ

)+ δIP
eff

δπ (s)

(
�π (s) − π (s)

,µ �xµ
)

+ ∂µ

[(
π (s)φ(s+1) − HC

)
�xµ
]+ D

[
π (s)
(
�φ(s) − φ(s),µ�xµ

)]}
=
∫

d4xεσ (x)
{ δIP

eff

δφ(s)

(
Uσ

(s) − φ(s),µτµσ
)+ δIP

eff

δπ (s)

(
V (s)σ − π (s)

,µ �xµ
)

+ ∂µ

[(
π (s)φ(s+1) − HCτµσ

)]+ D
[
π (s)
(
Uσ

(s) − φ(s),µτµσ
)]}

+
∫

d4x
{[(

π (s)φ(s+1) − HC

)]
τµσ ∂µεσ (x)

+π (s)
(
Uσ

(s) − φ(s),µτµσ
)
Dεσ (x)

}
(5.2)

Because the effective canonical action is invariant under the global transformation,
thus, the first integral in expression (5.2) is equal to zero. According to the boundary
condition of εσ (x), the expression (5.2) can be written as

�IP
eff = −

∫
d4xεσ (x)

{
∂µ

[(
π (s)φ(s+1) − HC

)
τµσ
]

+D
[
π (s)
(
Uσ

(s) − φ(s),µτµσ
)]}

(5.3)

The Jacobian of the local transformation (5.2) is denoted by J [φ, π, ε].The phase-
space generating function (3.4) is invariant under the local transformation (5.1),
i.e. δZ[J,K]/δεσ (x)|εσ =0 = 0. Substituting Equations (5.1) and (5.3) into Equa-
tion (3.4) and functionally differentiating with respect to εσ (x), we obtain∫

Dϕ(s)Dπ (s){∂µ

[(
π (s)ϕ(s) − Heff

)
τµσ
]+ D

[
π (s)(Uσ

(s) − ϕ(s),µτµσ
)]

−J σ
0 − Mσ

}
exp

[
i

∫
d4x
(
LP

eff + j (s)ϕ(s) + K(s)π
(s)
)] = 0 (5.4)

where

J σ
0 = −iδJ̄ [ϕ, π, ε]/δεσ (x)|εσ (x)=0 (5.5)

Mσ = J (s)
(
Uσ

(s) − ϕ(s),µτµσ
)+ K(s)

(
V (s)σ − π (s)

µ τµσ
)

(5.6)
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Functionally, differentiating (5.4) with respect to J(0) n times, one gets∫
Dϕ(s)Dπ (s){∂µ[(π (s)ϕ

s) − Heff)τµσ ]
+D
[
π (s)
(
Uσ

(s) − ϕ(s),µτµσ
)]− J σ

0 − Mσ }ϕ(x1)ϕ(x2) · · ·ϕ(xn)
− i
∑
j

ϕ(x1)ϕ(x2) · · ·ϕ(xj−1)ϕ(xj+1) · · · ϕ(xn)

×Nσδ(x − xj ) exp
[
i
∫

d4x
(
LP

eff + J (s)ϕ(s) + K(s)π
(s)
)] = 0

(5.7)

where

Nσ = Uσ
(0) − ϕ,µτµσ (5.8)

Let us set all exterior sources equal to zero in expression (5.7); J (s) = K(s) = 0;
we obtain〈

0|T ∗{∂µ[(π (s)ϕ̇(s) − Heff )τµσ ]
+D[π (s)(Uσ

(s) − ϕ(s),µτµσ )] − J σ
0 }ϕ(x1)ϕ(x2) · · ·ϕ(xn)| 0〉

= i
∑
j

〈0|T ∗[ϕ (x1)ϕ(x2) · · · ϕ(xj−1)ϕ(xj+1) · · · ϕ(xn)Nσ | 0〉 δ(x − xj )

(5.9)
where the symbol T

∗
stands for the convariantized T product (Young, 1987). Fixing

t and letting

t1, t2, · · · tm → +∞, tm+1, tm+2, · · · tn → −∞
and using the reductin formula (12), we can write expression (5.9) as〈

out,m|{∂µ

[(
π (s)ϕ̇(s) − Heff

)
τµσ
]

+D
[
π (s)Uσ

(s) − ϕ(s),µτµσ
)]− J σ

0

}|n − m, in
〉 = 0 (5.10)

As m and n are arbitrary, this implies

∂µ

[(
π (s)ϕ̇(s) − Heff

)
τµσ
]+ D

[
π (s)
(
Uσ

(s) − ϕ(s),µτµσ
)] = J σ

0 (5.11)

It is supposed that the Jacobian of transformation (5.1) is a constant [or independent
of εσ (x)]; in this case, J σ

0 = 0. We take the integral of the expression (5.11) on
three-dimensional space. If we assume that the fields have a configuration which
vanishes rapidly at spatial infinity, according to Gauss’ theorem, we obtain the
following conserved quantity at the quantum level:

Qσ =
∫

d3x
[
π (s)
(
Uσ

(s) − ϕ(s),kτ
µσ
)− Heffτ

0σ
]

(5.12)

This result holds for anomaly-free theories.
The conservation law (5.12) in the quantum case corresponds to the clas-

sical conservation laws derived from the canonical Noether theorem (Li, 1993b;
Deriglazov and Evdokimov, 2000). In general, Heff differs from the canonical
Hamiltonian HC and the Jacobian of the transformation (5.1) may not be a con-
stant; then the conserved quantity (5.12) is different from the classical ones. The



Symmetries in a Constrained System with a Singular Higher-Order Lagrangian 409

connection between the symmetries and conservation laws in classical theories in
general is no longer preserved in quantum theories.

The advantage of the aforementioned formalism for obtaining conservation
laws at the quantum level is that we do not need to carry out explicit integration over
the canonical momenta in the phase-space generating functional. In the general
case it is difficult or impossible to carry out these integrations.

6. GAUGE INVARIANCE MASSIVE VECTOR FIELD
WITH HIGHER-ORDER DERIVATIVES

Consider a massive vector field Bµ(x) with a scalar field φ(x) whose Lagrangian
density is given by

L = −1

4
FµνF

µν − c2∂λF
αλ∂ρF

ρ
α + 1

2
(∂µφ − mBµ)(∂µφ − mBµ) (6.1)

where the field strength tensor is expressed in terms of potentials in the usual
way, Fµν = ∂µBν − ∂νBµ, and c is a constant. The CS theory plays an important
role in quantum Hall effect and high-TC superconductivity. Superconductivity is
characterized by a spontaneous breakdown of electromagnetic gauge invariance.
It has been shown that the Lagrangian (6.1) for the case c=0 is functionally
equivalent to mixed CS theory (Dorey and Mavomatos, 1990)

The Euler–Lagrange equations arising from (6.1) are

(1 − 2c2
�)∂λF

λ
µ − m2Bµ + m∂µφ = 0 (6.2)

where � = gµν∂µ∂ν . In terms of the potentials the above equation reads

(1 − 2c2
�) �Bµ − ∂µ[(1 − 2c2

�)∂νBν] − m2Bµ + m∂µφ = 0 (6.3)

In passing to the Hamiltonian formalism we observe that the Lagrangian (6.1) is
singular. The canonical momenta π (x) conjugate to the scalar field φ(x) is

π = δL

δ(∂0φ)
= −mB0 + φ̇. (6.4)

The canonical momenta πµ(x) and π (1)
µ (x) conjugate to the vector fields Bµ(x)

and B
µ

(1)(x) = Ḃµ(x) are

πµ(x) = −F0µ − 2c2 (∂k∂λF
0λδk

µ − ∂0∂λF
λ
µ

)
(6.5)

π (1)
µ (x) = 2c2

(
∂λF

0λδ0
µ − ∂λF

λ
µ

)
(6.6)

and we get the primary constraint

	0 = π
(1)
0 ≈ 0. (6.7)
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The canonical Hamiltonian is given by

HC =
∫

V

d3xHC =
∫

V

d3x
[
πµB

µ

(1) − 1

4c2

(
π

(1)
i

)2 + πi∂kF
ik + π

(1)
i ∂iB0

(1)

+1

2
(B(1)i − ∂iB0)

(
Bi

(1) − ∂iB0
)− c2

(
∂iB

i
(1) − ∂i∂

iB0
) (

∂kB
k
(1) − ∂k∂

kB0
)

+FijF
ij + 1

2
m2BiB

i + 1

2
∇φ · ∇φ − mBi∂

iφ − (∂iπi + mπ )B0 (6.8)

The total Hamiltonian is given by

HT =
∫

V

d3x(HC + λ	0) (6.9)

where λ(x) is a Lagrangian multiplier. The stationarity for the constraints yields
the following secondary constraints:

	1 = {	0,HT } = ∂iπ
(1)
i − π0 ≈ 0 (6.10)

	2 = {	1,HT } = ∂iπi + mπ ≈ 0 (6.11)

All the constraints 	k(k = 0, 1, 2) are first-class ones.
Let us take εj (x) = ε(x) in (2.11), from (2.14), we have G

j

3 = 	0, Gj

2 = 	1,
G

j

1 = 	2, thus, the generator of gauge transformation can be constructed by using
(2.11) to obtain

G =
∫

V

d3x
[
πµ∂µε(x) + mπε(x) + π (1)

µ ∂0∂
µε(x)

]
(6.12)

The gauge transformations induced by G are{
δBµ = {Bµ,G} = ∂µε(x), δB

µ

(1) = ∂0∂
µε(x), δφ = mε(x)

δπµ = δπ (1)
µ = δπ = 0

(6.13)

The Lagrangian is gauge invariant under the transformation (6.13).
A method to incorporate constraints in the notion of Feynman path-integral,

for each first-class constraint a gauge condition should be chosen. The purpose
of introducing gauge conditions in a theory is to remove the gauge freedom. The
gauge conditions must be preserved by the dynamical evolution of the system.
The clue to finding a good set of gauge conditions is given by an analysis of the
equation of motion (6.3). The zero component can be formally solved for B0(x)
to give

B0 = 1

(1 − 2c2�)∇2 + m2
∂0[(1 − 2c2

�)∇ · �B − mφ] (6.14)

Let us consider the generalized Coulomb gauge condition

(1 − 2c2
�)∇ · �B − mφ = 0 (6.15)
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We see that the time preservation of this condition is equivalent to set B0 = 0,
whereas consistency requires that we set Ḃ0 = 0 as well. Hence, we are led to the
following set of gauge conditions:

	G
1 = B(1)0 ≈ 0 (6.16)

	G
2 = (1 − 2c2

�)∇ · �B − mφ (6.17)

	G
3 = B0 ≈ 0 (6.18)

The full set of constraints (6.7), (6.10), (6.11) and gauge constraints (6.16), (6.17),
(6.18), are now second-class ones. It is easy to check that the det{	,	} is inde-
pendent of field variables, where 	 = (	k,	G

m). Thus, one can omit this factor
from the generating functional (3.1).

The phase-space generating functional of Green function for Lagrangian (6.1)
can be written as

Z[Jµ, J, ξk, ξm] = ∫ DBµDB
µ

(1)DπµDπ (1)
µ DφDπDλkDµm

exp
{
i
∫

d4x
(
LP

eff + JµBµ + Jφ + ξkλk + ξmµm
)} (6.19)

where Jµ, J, ξk and ξm are the exterior sources with respect to Bµ, φ, λk and µm,
respectively,

LP
eff = L + λk	

k + µm	G
m (6.20)

LP = πµḂµ + π (1)
µ Ḃ

µ

(1) + πφ̇ − HC. (6.21)

Here we only introduce exterior sources for field variables, the expression (6.19)
is called the generating functional of the “coordinate” Green function (Gitman
and Tyutin, 1987).

The generating functional (6.19) and Lagrangian LP is invariant under the
transformation (6.13). The Jacobian of the transformation (6.13) is equal to unity.
The canonical Ward identities (3.13) for this singular Lagrangian can be written
as [

−∂0
δ

δξ1
+ ∇2(1 − 2c2

� − m2)
δ

δξ2
− ∂0

δ

δξ3
− ∂µJµ + mJ

]
×Z[Jµ, J, ξk, ξm] = 0 (6.22)

As usual, let Z[Jµ, J, ξk, ξm] = exp{iW [Jµ, J, ξk, ξm]}, and use the definition
of generating functional of proper vertices �[Bµ, φ, λk, µ

m] which is given by
performing a functional Legendre transformation

�[Bµ, φ, λk, µ
m] = W [Jµ, J, ξk, ξm] −

∫
d4x(JµBµ + Jφ + ξkλk + ξmµm)

(6.23)
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and

δW

δ
Jµ(x) = Bµ(x), δ�

δBµ(x) = −Jµ(x) (6.24a)

δW

δJ (x)
= φ(x), δ�

δφ(x) = −J (x) (6.24b)

δW

δξk(x)
= λk(x), δ�

δλk(x) = −ξk(x) (6.24c)

δW

δξm(x)
= µm(x), δ�

δµm(x) = −ξm(x) (6.24d)

Thus, the expression (6.22) becomes

−∂0µ1(x) − ∇2(1 − 2c2
� − m2)µ2(x) + ∂0µ3(x) + ∂µ

δ�

δBµ(x)
− m

δ�

δφ(x)
= 0

(6.25)

Functionally, differentiating (6.25) with respect to φ(x2), and setting all fields (in-
cluding multiplier fields) equal to zero, φ = Bµ = µ1 = µ2 = µ3 = 0, we obtain

δ2�[0]

δφ(x1)δφ(x2)
= 1

m
∂µ
x1

(
δ2�[0]

δBµ(x1)δφ(x2)

)
(6.26)

This expression indicates that the propagator of field φ(x) should satisfy (6.26).
Differentiation of (6.25) with respect to Bν(x2), and setting all fields equal to zero,
yield

∂µ
x1

(
δ2�[0]

δBµ(x1)δBν(x2)

)
= m

δ2�[0]

δφ(x1)δBν(x2)
(6.27)

The propagator of massive vector field should satisfy (6.27). Differentiating (6.25)
with respect to Bν(x2), and setting all fields equal to zero, we obtain

∂µ
x1

(
δ3�[0]

δBµ(x1)δBν(x2)δφ(x3)

)
= m

δ3�[0]

δφ(x1)δBν(x2)δφ(x3)
(6.28)

The expression (6.28) indicates that there are some relationships among the proper
vertices. Similarly, differentiating (6.25) many times with respect to field variables
one can obtain various Ward identities for proper vertices. Based on the canonical
Ward identities to derive those relations has a significant advantage in that one
does not need to carry out the integration over momenta as traditional treatment
in configuration space.

The aforementioned results can also be derived by using the configuration-
space generating functional given in Section 4.
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7. NON-ABELIAN CHERN-SIMONS THEORIES
WITH HIGHER-ORDER DERIVATIVES

The applications of canonical Ward identities in first-order derivative theories
to Yang–Mills theory and other problems were given in previous work (Li, 1995,
1999b). Now we study the CS theories.

The CS term for both Abelian and non-Abelian cases has long been consid-
ered and is of increasing interest with direct applications to quantum Hall effect
and high-TC superconductivity. Now let us consider the (2 + 1)-dimensional non-
Abelian CS fields Aa

µ coupled to the matter field ψ whose Lagrangian is given
by

L = −C2

4π
DρF

a
µνD

ρF aµν − 1

4
Fa

µνF
aµν + κ

4π
εµνρ

×
(

∂µAa
νA

a
ρ + 1

3
f a

bcA
a
µAb

νA
c
ρ

)
+ iψ̄γ µDµψ (7.1)

where

Fa
µν = ∂µAa

ν − ∂νA
a
µ + f a

bcA
b
µAc

ν (7.2)

and Dµ stands for the covariant derivative. The gauge invariance of non-Abelian CS
term requires the quantization of the dimensionless constant κ(κ = n

4π
, (n ∈ Z))

(Deser et al., 1982). The Dirac γ -matrices are γ 0 = σ 3, γ 1 = iσ 1 and γ 2 = iσ 2

(σ ’s are the Pauli matrices).
According to the Ostrogradsky transformation, one can introduce the canoni-

cal momenta P
µ
a ,Q

µ
a , π̄ (α)

a (x) and π (α)
a (x) with respect to Aa

µ, Ȧa
µ = Ba

µ,ψ(α) and
ψ̄(α), respectively. The constraints in phase space are (Foussats et al., 1995, 1996)

θa
(α) = πa

(α) ≈ 0 (7.3)

θ̄ a
(α) = π̄ a

(α) + i(ψ̄aγ0)(α) ≈ 0 (7.4)

�(0)a = Qa0 ≈ 0 (7.5)

�(1)a = −P a0 + DiQ
ai ≈ 0 (7.6)

�(2)a = f a
bc(ψ̄bπc + π̄ bψc) + DiP

ai

+ κ

4π
εij ∂iA

a
j + f a

bcB
b
i Qci + f a

bcA
b
0DiQ

ci ≈ 0 (7.7)

Equations (7.3) and (7.4) give the second-class constraints, and Equations (7.5),
(7.6) and (7.7) give the first-class constraints. According to the rule of path-integral
quantisation of a constrained canonical system, for each first-class constraint, a
corresponding gauge condition should be chosen, and the gauge conditions are
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(Foussats et al., 1995, 1996)

�a
1 = Ba

0 ≈ 0 (7.8)

�a
2 = ∂iB

ai ≈ 0 (7.9)

�a
3 = ∂iA

ai ≈ 0 (7.10)

The phase-space generating functional for this model can be written as (Foussats
et al., 1995, 1996; Li, 1993a)

Z[J, ξ, ξ̄ ] =
∫

Duδ
(
�a

i

)
exp

[
i

∫
d3x
[
Ȧa

µP aµ + Ḃa
ν Qaν + ˙̄ψπ + π̄ ψ̇ − HC

+ λa
i �

ia + λ̄(α)
a θa

(α) + θ̄ a
(α)λ

(α)
a − ∂µC̄Da

µbC
b + Jµ

a Aa
µ + J̄(α)ψ(α)

+ ψ̄(α)J(α) + ξ̄aC
a + C̄aξa

]]
(7.11)

where HC is a canonical Hamiltonian density, u = (A,B,ψ, ψ̄

, P,Q, π̄, π, λ, λ̄, C, C̄). Here we only introduce the exterior sources for field
variables Aµ,ψ, ψ̄, Ca and C̄a . The theory is independent of the choice of gauge
conditions (Foussats et al., 1995, 1996; Sundermeyer, 1982), �a

i (i = 1, 2, 3) can
be replaced by �̄a

i = �a
i − pa

i (x), where pa
i (x) are independent of the gauge.

Multiplying (7.11) by

exp

[
− 1

2αi

∫
d3x
(
pa

i

)2]
(αi are parameters) and taking the path integral with respect to pa

i (x), we can
obtain

Z[J, ξ, ξ̄ ] =
∫

Du exp

[
i

∫
d3x
[
L+

eff J µ
a Aa

µ + J̄(α)ψ(α)

+ ψ̄(α)J(α) + ξ̄aC
a + C̄aξa

]]
(7.12)

where

LP
eff = LP + Lg + Lgh + Lm (7.13)

LP = Ȧa
µP aµ + Ḃa

ν Qaν + ˙̄ψπ + π̄ ψ̇ − HC (7.14)

Lg = 1

2α2

(
�a

2

)2 = − 1

2α2
(∂µAaµ)2 (7.15)

Lgh = −∂µC̄aDa
bµCb
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Lm = λa
i �

ia + λ̄(α)
a θa

(α) + θ̄ a
(α)λ

(α)
a − 1

2α1

(
�a

1

)2 − 1

2α3

(
�a

3

)2
(7.16)

It is easy to check that the action connected with the terms LP and Lgh in the
theory is invariant under the following transformation (Li, 1995; Li, 1999b; Kuang
and Yi, 1980)

Ca′
(x) = Ca(x) + i(Tσ )abC

b(x)εσ (x) (7.17a)

C̄a′
(x) = C̄a(x) − iC̄b(x)(Tσ )abε

σ (x) + i

�
∂µ[C̄b(x)(Tσ )ab∂

µεσ (x)] (7.17b)

Aa′
µ (x) = Aa

µ(x) + Da
σµεσ (x), Aa′

(1)µ = Aa
(1)µ + ∂0D

a
σµεσ (x) (7.17c)

ψ ′(x) = ψ(x) − i(Tσ )ψ(x)εσ (x), ψ̄ ′(x) = ψ̄(x) + iψ̄(x)(Tσ )εσ (x) (7.17d)

where Tσ (σ = 1, 2, ..., r) are the generators of gauge group. Equation (7.17b) can
be written as

C̄a′
(x) = C̄a(x) − igC̄b(x)(Tσ )abε

σ (x) + i∫
{d3y�0(x, y)}∂µ[C̄b(y)(Tσ )ab∂

µεσ (y)] (7.18a)

where

��0(x − y) = iδ{(2)}(x − y) (7.18b)

The Jacobian of the transformation (7.17) is denoted by Jε[φ, π, ε]. The quantities

J 0
σ = δJε

δεσ

∣∣∣∣∣
εσ =0

are independent of the field variables (Li, 1995; Li, 1999b; Kuang and Yi, 1980).
Let the change of Lg + Lm is denoted by

δ(Lg + Lm) = Fσ (u)εσ (x) (7.19)

under the transformation (7.17), the invariance of generating functional (7.12)
under the transformation (7.17) implies

δZ

δεσ

∣∣∣∣∣
εσ =0

= 0.

Thus, one has the generalized Ward identities{
J 0

σ + iFσ − i∂µJµ
σ + f a

σcJ
µ
a

δ

δJ
µ
c

+ iJ̄α(Tσ )αβ
δ

δJ̄β
− iJα(Tσ )αβ

δ
δJβ

+ iξ̄a(Tσ )ab
δ

δξ̄b

−iξa(Tσ )ab
δ

δξb
+ i∂µ

[
∂µ

(
ξa

1
�

)
(Tσ )ab

δ
δξb

]}
Z[J, ξ, ξ̄ ] = 0

(7.20)
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Let Z[J, ξ, ξ̄ ] = exp{iW [J, ξ, ξ̄ ]} and use the definition of generating functional
of proper vertices �[Q,C, C̄] which is given by performing a functional Legendre
transformation of W [J, ξ, ξ̄ ]. Then, the generalized Ward identities (7.20) can be
written as

J 0
σ + iFσ + i∂µ

δ�
δAσ

µ
− if a

σcA
c
µ

δ�
δAa

µ
− iψβ (Tσ )αβ

δ�
δψα

+ iψ̄β (Tσ )αβ
δ�

δψ̄α

−iCa(Tσ )ab
δ�
δCb + iC̄a(Tσ )ab

δ�

δC̄b − i∂µ
[
∂µ

(
δ�

δC̄a

1
�

)
(Tσ )abC̄

b
] = 0

(7.21)

We functionally differentiate (7.21) with respect to ψδ(x2), ψ̄ρ(x3) and set all
fields equal zero Aa

µ = ψ = ψ̄ = Ca = C̄a = λ = 0, because the quantities J 0
σ

are independent of field variables (Li, 1995; Li, 1999b; Kuang and Yi, 1980).
Thus, we obtain the following relations:

∂µ
x1

δ3�[0]

δψ̄ρ(x3)δψδ(x2)δAµ
σ (x1)

= δ(x1 − x2)(Tσ )αδ
δ2�[0]

δψ̄ρ(x3)δψα(x1)

− δ(x1 − x3)(Tσ )αρ
δ2�[0]

δψδ(x2)δψ̄α(x1)
(7.22)

We functionally differentiate (7.21) with respect to C̄k(x2) and Cm(x3) and set
B = ψ = ψ̄ = C = C̄ = λ = 0, thus, we obtain

∂µ
x1

δ3�[0]

δC̄k(x2)δCm(x3)δAµ
σ (x1)

− ∂µ

[
∂µ

(
δ2�[0]

δC̄a(x1)δCm(x3)

1

�

)
(Tσ )kaδ(x1 − x2)

]

− δ(x1 − x3)(Tσ )mb
δ2�[0]

δC̄k(x2)δCb(x1)
+ δ(x1 − x2)(Tσ )bk

δ2�[0]

δC̄b(x1)δCm(x3)
= 0

(7.23a)

Expression (7.23a) can also be written as

∂µ
x1

δ3�[0]

δC̄k(x2)δCm(x3)δAµ
σ (x1)

+ ∂µ
x1

[
∂x1
µ

∫
d3y

δ2�[0]

δC̄a(x1)δCm(x3)

×�0(x1 − y)(Tσ )k.
a δ(x1 − x2)

]
− δ(x1 − x3)(Tσ )mb

δ2�[0]

δC̄k(x2)δCb(x1)

+ δ(x1 − x2)(Tσ )bk
δ2�[0]

δC̄b(x1)δCm(x3)
= 0 (7.23b)

Differentiating (7.21) many times with respect to field variables, one can obtain
various Ward identities for proper vertices and propagators.

This formulation to derive the Ward identities for proper vertices has a signif-
icant advantage in that one does not need to carry out the integration over momenta
in phase-space generating functional. The expression (7.23) is a new form of the
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Ward identities of gauge-ghost proper vertices for CS theories which differs from
the usual Ward–Takahashi identities arising from the BRS invariance. The usual
BRS transformation is non-linear in the ghost fields, we present here that the
transformation (7.17) is a linear one (but non-local). We derive the above relations
for proper vertices in which the invariance of LP and Lgh are only required, this
is also different from the traditional treatment. The Ward identities in first-order
derivatives theories for non-local transformation in configuration space was first
discussed by Kuang and Yi (1980) from another point of view, and is useful to
simplify the calculation in QCD (Kuang and Yi, 1980). The further application of
these Ward identities in CS theories is in progress.

Let us now consider global transformation (for example, BRS transforma-
tion) . Consider the BRS transformation in the configuration space (where τ is a
Grassmann’s parameter),


δAa

µ = −τDa
µbC

b, δBa
µ = −τ∂0D

a
µbC

b,

δψ = iτCbT bψ, δψ̄ = −iτ ψ̄CbT b,

δCa = 1
2τf a

bcC
bCc, δC̄a = − τ

α2
∂µAa

µ

(7.24)

It is easy to check that δ(Da
bµCb) = δ(δψ) = δ(δψ̄) = δ(δCa) = 0 under the BRS

transformation. We introduce exterior sources u
µ
a , va, η̄ and η with respect to

δAa
µ, δCa, δψ and δψ̄ , respectively, and give the configuration-space extended

functional as Expression (7.23a) can also be written as

Z[J, ξ, ξ̄ , u, v, η, η̄] = ∫ DAa
µDψ̄DψDC̄aDCa exp{i ∫ d3x(Leff + J

µ
a A

a

µ

+J̄ψ + ψ̄J + ξ̄aC
a + C̄aξa + ua

µδAa
µ + vaδC

a + η̄δψ + δψ̄η)}
(7.25)

where Leff is an effective Lagrangian in configuration space obtained by using
the Faddeev–Popov trick under the Lorentz gauge. This effective Lagrangian
and generating functional (7.25) is invariant under the transformation (7.24), the
Jacobian of this transformation is equal to unity. Thus, we have∫

DAa
µDψ̄DψDC̄aDCa[

∫
d3x(Jµ

a δAa
µ + J̄ δψ + δψ̄J + ξ̄ δC + δC̄ξ )]

× exp{i ∫ d3x(Leff + J
µ
a A

a

µ + J̄ψ + ψ̄J + ξ̄C + C̄ξ

+ua
µδAa

µ + vaδC
a + η̄δψ + δψ̄η)} = 0

(7.26)
Consequently, we obtain the generalized Ward identity of the generating functional
of Green function for the system with Lagrangian (7.1),∫

d3x

[
J̄

δ

δη̄
+ J

δ

δη
+ Jµ

a

δ

δu
µ
a

+ ξ̄a

δ

δva

− ∂µ

(
δ

δJ
µ
a

)
ξa

]
Z[J, ξ, ξ̄ , u, v, η, η̄] = 0 (7.27)
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This result can also be derived by using the generating functional (7.12) in phase
space. In addition, the effective Lagrangian is invariant under the BRS transfor-
mation, and the Jacobian of the BRS transformation is equal to unity; from (5.12)
we can obtain the BRS conserved quantity for non-Abelian higher-derivative CS
theories at the quantum level

Q =
∫

d2x
(
πµ

a δAa
µ + Qµ

a δBa
µ + π̄δψ + δψ̄π + R̄aδC

a + δC̄aRa

)
(7.28)

where R̄a and Ra are the canonical momenta conjugate to Ca and C̄a , respectively
(Li, 1997a).

8. CONCLUSIONS AND DISCUSSION

Dynamical system described in terms of higher-order derivatives Lagrangian
has close relation with the modern field theory, and it has attracted much atten-
tion recently. Local gauge invariance is a fundamental concept in modern field
theories. Gauge theories belong to the class of the so-called singular Lagrangian
theories. A system with a singular Lagrangian is subject to some phase space
inherent constraints. Here the symmetries in a constrained canonical system with
a singular higher-order Lagrangian has been studied. First of all, we develop a
simple algorithm for constructing the generator of gauge transformation of such a
system, once the canonical Hamiltonian and first-class constraints are determined,
the generator can be constructed. In the theory of path integral quantization for
a dynamical system, the phase-space path integral has more basic sense. Based
on the phase-space generating functional of the Green function for a system with
a singular higher-order Lagrangian, the generalized canonical Ward identities
for local and non-local transformation in extended phase space have been de-
duced. The quantal conservation laws have been derived. The advantage of this
formalism is that one does not need to carry out the integration over canonical
momenta in phase-space path integral as was done usually. In general case, espe-
cially for a constrained canonical system with complicated constraints, it is very
difficult or even impossible to carry out the integration over canonical momenta.
But for a gauge-invariant system one can use Faddeev–Popov trick to obtain the
configuration-space generating functional., based on this generating functional,
the generalized Ward identities in configuration space have been also derived for
the local and non-local transformation. The applications of above results to the
massive vector field and non-Abelian CS theories with higher-order derivatives
are given. BRS symmetry at the quantum level is discussed.

Numerous recent studies of (2 + 1)-dimensional gauge theories with CS
terms in Lagrangian have revealed the occurrence of fractional spin and statis-
tics (Banerjee, 1993; Kim et al., 1994). In those paper the angular-momentum
was deduced by using classical Noether theorem. It has been pointed out that the
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results are valid at the quantum level in Abelian CS theories (Li, 1997b). In the
non-Abelian CS theories the angular momentum at the quantum level is different
from the classical one in that one needs to take into account the contribution of
angular momenta of ghost fields (Li, 1997b), from (7.13) one can easy see that this
result also hold true for non-Abelian higher-derivative CS theories (Li, 1997a).
We do not think the conclusion (Antillon et al., 1995; Banerjee and Chakraborty,
1996) in classical non-Abelian CS theories is valid at the quantum level.

The use of higher-order derivative terms in the Lagrangian allow us to improve
the behavior of the corresponding propagators at large momentum, rendering the
theory less divergent. The unitarity may be violated in higher-order derivative
theories which needs further to study (Foussats et al., 1995, 1996; Hauking,
1987).
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